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AHHoTaums. Lienb HacTosLwero ncciefoBaHNa COCTOUT B pa3paboTke aAanTUBHOWN CUCTEMBI akyCTUYeCKO AnarHo-
CTVIKM, CMOCOBHOI BbISIBASATL pefKne N KPUTUYECKN BaXHble HeCNPaBHOCTU MPOMBbILLIEHHOro 060pyA0BaHNS Ha
OCHOBe aHanM3a ayanoCcnrHanoB. B kauecTBe METOA0N0OMMYECKON OCHOBbI MCMO/b3YeTCs COBMeELLieH e Moanduum-
POBaHHOW apXUTeKTypbl reHepaTUBHO-cOCTA3aTeIbHOM ceTn WaveGAN, anropntmMoB 06y4eHUs € NogKkpenieHem
Deep Q-Network 1 MHOroareHTHOro aHanusa C AVHaMU4eckol ajanTaumeir. Takas MHTerpauusi no3BosseT He
TONBKO reHeprpoBaTh GU3NYeCKN AOCTOBEPHbIE CUHTETUYECKME CUTHabI ANS KOMMEHCaUMK AncbanaHca Kiaccos,
HO 1 afanTMpoBaTb NOBeAeHVE CUCTEMbI B 3aBUCUMOCTL OT XapakTepUCTMK akyCTUYeCcKo cpedbl 1 Trna obopyao-
BaHWS. SKCNepyMeHTbI, MpoBejeHHbIe C 1CMo/b30BaHeM Habopa gaHHbix MIMII, NpoAeMOHCTPYPOBany BblcOKMe
nokasaTenn TOYHOCTU (40 96 %) 1 MOAHOTLI KnaccuduKaumm Ha pasnyHbIX Tunax obopyaoBaHWs. MNoayyeHHble
pe3y/nbTaThbl CBUAETENIbCTBYHOT O BbICOKOM YCTOMUYMBOCTA CUCTEMBI K BHELLHVM LUYMaM U ee CNOCOBHOCTU K CBOe-
BPeMeHHOMY OOHapyXeHU0 UMMY/bCHBIX U MepexoiHblX AdedekToB. HayuHas HOBM3Ha paboTbl 3ako4vaeTcs B
CUHTE3e reHepaTVBHOIO NOAX0AAa U My/bTUAareHTHOM apXUTeKTypbl C KOHTEKCTHOM afanTaumeil K NpoV3BOACTBEH-
HbIM YCNOBWSIM, UTO 0obecneymnBaeT KOMMEKCHbIA N MHTepnpeTUpyeMblli aHanmn3 ayanmocnrHanos. Mpaktnyeckas
3HaUMMOCTb OBYC/I0BNEHa BO3MOXHOCTbIO BHEAPEeHWsi pa3paboTaHHOW CUCTeMbl B COCTaB WHTENIeKTyaslbHbIX
NAaTGopM MOHUTOPUHIA TEXHNYECKOTO COCTOAHMSA 060pYAOBaHNS B YC/I0BUAX peanbHOro NPOV3BOACTBA.

KnioueBble cnoBa: akycTnyeckoe pacrno3HaBaHue, reHepaTBHO-COCTA3aTe/IbHble CeTH, 0byyeHmne ¢ nogkpen-
NleHneM, MynbTuareHTHble CUCTeMbl, NPeanKTUBHOe obcnyxmBaHue, WaveGAN, npomMbllieHHoe obopyaoBa-
H1e, NHTeNNeKTyaNbHbli MOHUTOPUHT

Ana yntmnpoBaHua: AJanTyBHasA CUCTeMa PacrnosHaBaHWS Mo akyCTUYeckMM Mpu3Hakam Ha 6ase reHepaTyBHO-
CoCTA3aTeNIbHbIX CeTen 1 0byyeHus ¢ nogkpenaeHvem / H. A. BepayH, M. O. KonbaHes, A. P. Cannesa, P. M. MyxTap-
6ekoBa // N3B. CM6IMITY «/13TW». 2026. T. 19, Ne 1. C. 15-24. doi: 10.32603/2071-8985-2026-19-1-15-24.
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Abstract. The purpose of this study is to develop an adaptive acoustic diagnostic system capable of detecting
rare critically important malfunctions of industrial equipment based on audio signal analysis. The combination
of the modified architecture of the generative adversarial network WaveGAN, reinforcement learning algo-
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rithms Deep Q-Network multi-agent analysis with dynamic adaptation is used as a methodological basis. This
integration allows not only to generate physically reliable synthetic signals to compensate for class imbalance,
but also to adapt the behavior of the system depending on the characteristics of the acoustic environment the
type of equipment. Experiments conducted using the MIMII dataset demonstrated high accuracy (up to 96 %)
classification completeness on various types of equipment. The results obtained indicate the high stability of
the system to external noise its ability to timely detect pulse transient defects. The scientific novelty of the work
lies in the synthesis of a generative approach a multi-agent architecture with contextual adaptation to produc-
tion conditions, which provides a comprehensive interpretable analysis of audio signals. The practical signifi-
cance is due to the possibility of introducing the developed system into intelligent platforms for monitoring the
technical condition of equipment in real-world production.

Keywords: acoustic recognition, generative-adversarial networks, reinforcement learning, multi-agent systems,
predictive maintenance, WaveGAN, industrial equipment, intelligent monitoring
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BBenenne. CoBpeMEHHOE TPOMBINIIIEHHOE TMPO-
W3BOJICTBO XapaKTEPH3YETCsl BO3PACTAIOIMICH CIIOXK-
HOCTBIO TEXHOJIOTUYECKUX IMPOIECCOB, YCIOKHEHU-
eM WHQPACTPYKTYpbl OOOPYIOBaHUS W BBICOKHMH
TpeOOBaHHUSAMHU K €ro HaJe)KHOCTH M 0Oe3aBapHitHOM
9KCIUTyaTallid. B 3TOM KOHTEKCTe OCOOCHHO OCTPO
CTOWT 33/1adya CBOEBPEMEHHOTO OOHAPY>KCHHUS pa3BH-
BaIOIIUXCS Ie(PEeKTOB, KOTOPHIE MOTYT IMPHUBECTH K
HEOPEABUACHHBIM MPOCTOAM, aBapusaM H, KaK CJICO-
CTBHE, 3HAYUTENBHBIM HSKOHOMHYECKHM HOTEPSIM.
TpamuroHHBIE METOIB TEXHUYIECKOTO O0CTY)KHBa-
HUsI, OCHOBAHHBIC Ha XCCTKUX PCITIaMCHTAaX, yCTy-
MAIOT MECTO CTPATETHSM IPEAUKTUBHOTO (TIPOTHO-
CTHYECKOT0) OOCITY)KHBAHUS, OMUPAIOIIUMCS Ha He-
MPEPHIBHBI MOHUTOPHHI COCTOSHHSI 00OPYIOBaHHUS
W aHaJN3 AaHOMAJBHHBIX OTKIOHEHWH B TOBEICHHUU
pabouux y3mnos [1]-[3].

AKycTHYEeCKasi JTUAarHOCTHKa KaK METOJ| Hepas-
PYLIAIOIIEro KOHTPOJIS MpencTaBiseT co0oi OaHO U3
HanboJiee MEepCIeKTUBHBIX HANpaBlICHUI B oblacTu
MOHHUTOPUHTa TEXHHYECKOTO COCTOSHUS 000pYIOBa-
Hus. OHa o0NajmaeT psaoM IPEHMYIIECTB: BO3MOXK-
HOCTh JWCTAHIIMOHHOTO NMPUMCHEHHS, BBICOKAsI TyB-
CTBHUTENBHOCTh K UMITYIIbCHBIM ¥ TIEPEXOIHBIM IIPO-
neccam. OJJHAKO MPUMEHEHUE aKYCTHUYECKUX TOIIXO0-
J0B B YCJIOBHAX PCAJIBHOI'O MNPOMBINUICHHOI'O IIPO-
W3BOJICTBA CBSI3aHO C PSIOM BBI30BOB. BO-TIEpBBIX,
MPOMBINICHHAST aKyCTHUYECKas cpela OTIUYaeTCs
BBICOKHM YpoBHeM ¢oHoBoro myma (10 90 nb),
HAJIMYMEM BHOPAIIMOHHBIX ¥ 3JEKTPOMArHUTHBIX
MOMeX, HeCTAOMIBbHOW aKyCTHYECKOH OOCTaHOBKON
[4], [5]- Bo-BrophIx, peanbHble HaTaceThl COAEpIKaT
KpaiiHe HecOalaHCHPOBAaHHYIO MH(OPMALUIO — KpH-
TUYECKUE HEUCTPABHOCTH, KaK MPaBHUJIO, COCTaBIIs-
0T MeHee 5 % Bcex HaOmomaeMbix ciy4aeB [6].

B-TpeTpuX, aKycTHYecKHe CHUTHAIBI Pa3THYHBIX BU-
JIOB 00OPYJIOBaHUSl 3HAYUTEIHHO PA3IUYalOTCs, YTO
TpeOyeT OT CUCTEM TUATHOCTHKU BBICOKOU aarTHB-
HOCTH ¥ YHUBEPCAIBHOCTH [7].

B mocrnenHue romsl MUPOKOE PacHpOCTPaHCHHE
MOJTYYaI0T TEXHOJIOTUH HCKYCCTBEHHOTO HHTEIUICKTA,
B YACTHOCTH, METONBI MAIIMHHOTO OOYYEHUS, CIIO-
coOHBIC aHAJM3UPOBATH OOJIBIINE 00BEMBI JAHHBIX U
BBIBISITE CKPBITHIC 3aBUCHMOCTH. |eHepaTHBHO-
coctszarenbHbie cetn (Generative Adversarial Net-
works, GAN), Hampumep MoaU(UIIUPOBAHHBIC ap-
xuTekTypsl WaveGAN, mokas3anu BBICOKYIO 3 dek-
TUBHOCTH TPU TCHEPAIIMU CHUHTETHYCCKUX AyIHOCHT-
HAJIOB, CIIOCOOHBIX KOMIICHCHPOBATH OHCOalaHc
oOyyaromield BBIOOPKH 0e3 TOTepH (U3UUIESCKHX
cBoicTB curHaioB [8], [9]. B To xe Bpemsi, MeTOABI
o0yueHHs ¢ ToAKperuieHneM, Bkitodas Deep Q-Net-
work (DQN), Mo3BOJNSIOT JMHAMUYECKH aJalTHPO-
BaTh MOBEJCHHUE JIMAHOCTUYECKUX CHUCTEM IION HU3-
MEHSOIIUECs! yCIoBUs BHemHeH cpessr [10].

HayuHble rcciiefoBaHus MOCISTHUX JIET JEMOH-
CTPUPYIOT MEPCIEKTHBHOCTh THOPHUIHBIX PEHICHU,
B KOTOPBIX COYETAIOTCS TeHEPATUBHBIC MOJEIH, TIIy-
0OKHEe HEHPOHHBIC CETH M aJAaNTHUBHBIC MEXaHU3MBI
npunsatus pemeHuit [11]-[13]. Oxnako OonbIMH-
CTBO CYIIECTBYIOIIMX PemIeHUi 00 cocpenoTode-
HBl Ha OTPAHUYEHHOM Kjacce 00OpymoBaHUs, THOO
TpeOyroT OOJIBIIIOTO KONMYeCTBa pa3MEUYEHHBIX JaH-
HBIX, 9TO 3aTPYOHSACT UX MPAKTHIECKOE TPUMECHEHHE.

Hacrosiiue uccnenoBanys HampaBIeHbl HA pa3pa-
0OTKy WMHTEIUICKTYaJ bHOW CHCTEMBI aKyCTHUECCKOU -
arHOCTHKH, CHOCOOHOW 3(P(heKTHBHO (QYHKITHOHHUPO-
Barh B YCJIOBUSIX OTPAHUYCHHBIX JAHHBIX, CHJIBHOTO
IIyMa ¥ pazHooOpasust obopynosanus. llpenmaraercs
KOMIUTCKCHBI TIOIXOJ, COYCTAONIMI TeHEPaTUBHOE
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YCUJIEHHE CUTHAJIOB (Ha 0aze MoauduIMpoBaHHON ap-
xuTekTypsl WaveGAN), MyJIBTHATCHTHBIN —aHaIM3
(cTieKTpanbHBINA, BPEMEHHOW, KOHTEKCTHBIH) M MeXa-
HU3M TMHAMHUYECKOH ajanTalid BeCOB areHTOB C HC-
TI0JIB30BaHUEM ITyOOKOT0O 00yHIEHHMS C MOIKPEIICHHUEM.

OnucaHue ajaropuTMa JIMArHOCTHKH. Auro-
pUT™M (DYHKIMOHUPOBAHUS MHTEIUIEKTYalIbHOW CHCTe-
MBI aKyCTHUCCKOW AMArHOCTHUKHU pPeasii3yeT IOCIeo-
BaTeNbHYI0 00pabOTKy BXOIHBIX aKyCTHUECKUX CHIHA-
JIOB C IPUMEHEHUEM METOJI0B T'€HEepaTUBHOIO MOJIEIIH-
pOBaHMS, MyJBTHAICHTHOTO aHANM3a M MCEXaHH3MOB
00y4YeHHUs C MOIKPEIUICHHEM. APXHTEKTYpa CHCTEMBI
paspaboraHa 11 padOThl B yCIOBHUAX MPOMBILLIEHHO-
ro IIyMa, OTPAaHWYEHHOTO YHCIIa Pa3MEUCHHBIX IaH-
HBIX U HEOOXOAWMOCTH BBICOKOH UYBCTBUTEIHFHOCTHU K
pasnMYHBIM TUIAM HeuchpaBHOcTed. OOmias cxema
aJropuTMa IpejacTaBiIeHa Ha puc. 1.

1-i1 sman. TlepBuuHO# 3a/madell CUCTEMBI CITYXKHT
MOATOTOBKA BXOIHBIX JAHHBIX JUISl JAajbHEUIIero aHa-
TM3a. AJITOPUTM pean3yeT CIACAYIOLIME ONePaIii:

— aoanmuenas Quibmpayus wyma: IPUMEHIET-
cs1, Hanpumep, GrisTp Bunepa ams nonasneHus cra-
[MOHAPHBIX W HECTAIIMOHAPHBIX TOMEX, XapakKTep-
HBIX JJIS1 IPOU3BOACTBCHHON CPEIIBI;

— u36jieueHue CHeKmpaibHblX NPUHAKOE: AyNUO-
curHan mpeobpasyercst B Mel-cekrporpamMmy, obec-
MEYNBAIONIYI0 OoJiee YCTOHYMBOE IpEACTaBICHHE
aKyCTHYECKOTO CUT'Haja B YaCTOTHON 007acTH;

— HOpMAAU3ayusl AMNAUMYO: BBIIOIHSCTCS JUIS
VHEDUKAIMN TUHAMIYECKOTO JMAITa30Ha BCEX BXOI-
HBIX CUTHAJIOB.

— CTOXaCTMYECKUE MCKKECHUS: Peau3yloTcsa IIy-
TEM MPUMEHEHUs ayTMEHTAI[MOHHBIX METONIOB (HAIpH-
Mep, BPEMEHHOM MAaCKHPOBKH WM YaCTOTHOTO IITyMO-
BOIO BMEUIATENbCTBA) C LETbI0 TOBBILIEHHsT 00001Ia-
IOIIeH CIOCOOHOCTH MOJIEITH Ha 3Tare 00ydeHusI.

I'enepatuBHOE ycuneHue maHHbIX. 711 komMneH-
caiuu aucbananca o0y4arolux BEIOOPOK HCIONb3Y-
eTCS MOJAYJb TeHEepali CHHTCTUYCCKUX JaHHBIX,
OCHOBAaHHBI Ha MOIU(DHUIIMPOBAHHOH apXUTEKTYpe
WaveGAN, mpeumymiecTBa KOTOpoii BkiodatoT [13]:

— TeHepalusi CUTHAJIOB BO BPEMEHHOW 00iacTH:
MO3BOJISIET COXPAHHUTH (PA30BYHO CTPYKTYpPY U HM-
MyJIbCHBIE XapPaKTEPUCTUKH, BaXKHbIE Ui AMArHO-
CTHKH KPaTKOBPEMEHHBIX Ie(PEKTOB;

— YaCTOTHO-CEJICKTUBHAS PETyIpU3alys: IpH-
MEHSIETCSl K CHHTETUIECKUM CHTHAJIaM IS TIPHOITH-
KEHHUS WX XapaKTePUCTUK K PEabHbIM JaHHBIM B
L[EJIEBOM YaCTOTHOM JHAaIa3oHe;

— (pusnyeckas JOCTOBEPHOCTh CHUTHAJIOB: OOecrie-
YHBACTCS 32 CUET MCIOIb30BAHMUS YITyUIICHHON BEPCHH
Mojieu ¢ rpaaueHTHbIM mTpadom (Wasserstein GAN
with Gradient Penalty, WGAN-GP).

ApPXUTEKTYpa BKJIIOYAET J[BA OCHOBHBIX KOMIIO-
HEHTa — TeHeparop U AnucKpuMuHaTtop. Ha BX0oxm re-
HEparopy IMOJAaeTcsl CIy4ailHbIi IIyMOBOW BEKTOp Z,
KOTOPBIH Ipeodpa3yeTcs B CUTHAI X(f) — CHHTETHYE-
CKHW aKyCTHYECKHH (parMeHT, COOTBETCTBYIOIIUN
BPEMEHHOU CTPYKType pealbHbIX NaHHBIX. Juckpu-
MUHATOp TOJIy4aeT Ha BXOJA Kak pealbHble, TaKk U
CTCHEPHPOBAHHBIC CHT'HAJBI M BO3BPAIIACT BEPOST-
HOCTb MPHUHAJIEKHOCTU CUTHANA K peajbHOMY pac-

1-ii 3Tan: npeno6paboTKa aKyCTHYECKOTO CUTHAIA 2-if 3Tan: u3BJIcUYEHNE IPU3HAKOB
¥ TeHepanus JaHHbIX 1 00paboTKa areHTaMu
Bxon:
A —» [Ipenobpabotka - LllymononasieHue Criextp
curHan x(f) —|
- I'enepanus
Mel —» AyrMeHTauus p » [IPU3HAKOB
CIEeKTporpamma (WaveGAN) OxpyxeHue
—>| Konrekct i—
3-ii 3Tan: B3BEMIMBAHUE, CIUSHHUE U THATHOCTHKA
™ Bssemmsane Cmnsnne | —s| Jlparmoctnka Pesynbrar VBepeHHOCTh
> OQN) >
| JlorupoBanue

Puc. 1. O6mas cxema aJiropuT™Ma AMarHOCTHKN
Fig. 1. General diagram of the diagnostic algorithm
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npeneneHuro. OOyyeHne OCyIeCTBIAETCS B COCTA3a-
TeJBHOH (hopMe, TAe LeNb TeHepaTopa — «0OMaHyThY
TUCKPUMHHATOP, a 3a7a4a TUCKPUMHHATOpA — TOTHO
pas3nnu4aTh peanbHbIC U CHHTCTUYCCKHE CUTHAIBI.

2-11 sman. O6paboTKa CUrHaJa OCYIIECTBISCTCS
MapaIeIbHO YETHIPEMS areHTaMHu, KaXXIbIH U3 KOTO-
PBIX CIEIHAIU3UPYETCS] Ha ONpPEIeIeHHOM acleKTe
aHamM3a;

— CHEKTPAJbHBIA arcHT: AHAIM3HUPYeT YacTOTHBIC
XapaKTEepUCTUKN CHTHAja, BKJIIOYas ITHKH, IOJOCHI
TIPOITYCKaHUs U SHEPT'UIO 1O YaCTOTHBIM ITOJIOCaM;

— BPEMEHHOH arcHT: W3BICKACT BPEMEHHBIC IIPHU-
3HAKU — MUKH aMIUTUTY/IBI, JUTUTEIBHOCTh UMITYJIBCOB,
SHTPOIHIO U aBTOKOPPEISIIMOHHBIC XapPaKTEPUCTHKH;

— areHT OKPYKCHHS: HCIONb3YeT CBEICHHSI O
BHEITHEM KOHTEKCTEC — HANpHMEp, HICHTU(PHKATOD
00opy/noBaHMs, TEKYIIYIO MPOU3BOJICTBEHHYIO a3y,
MHTEHCHBHOCTH IIIyMa;

— KOHTEKCTHBII areHT: WHTErPHpyeT HCTOPHIO
MIPE/IIESCTBYIONNX HAOIIONECHUH, OlEHUBAECT H3Me-
HCHHS B CUTHAJIC TI0 BpeMEHH U (POPMHPYET BpeMeH-
Hble 3aBHCUMOCTH.

Kaxnplii areHT (QopMHUpYyeT BEKTOp BEpOSTHO-
CTel 1o KiaccaM (Hamp. «HOpMay, «IedekT 1y», «ae-
ekt 2»).

3-it sman. Ha 3aBepiaromieM dtare pe3yinbTaThl,
MOJyYEHHBIE OT areHTOB, IIEPEIaroTCs B MOIYIb
OPUHATUS PEUICHU C OuHaMuuecKum 636eulusaHu-
em. JlaHHBII MOIYIb:

— o0OyuaeTcsi ¢ MCHOIb30BaHUEM TIyOoKoro (-
o0y4eHus;

— IONTy4aeT Ha BXOZ BEKTOPHI BEPOSTHOCTEH OT
areHToB, a TaKkKe METauH(pOPMAIMIO O CHUTHAJe
(YpoBeHb IryMa, JOCTOBEPHOCTh CIICKTPA);

— BBIYHCISIET ONTUMAIILHOE pacIpelieieHHe BECOB
MEXIy areHTaMH Uil KOHKPETHOTO BXOJJHOTO CHUTHAJA;

— (opMHUpYET UTOTOBOE AMATHOCTUYECKOE pellie-
HHEC Ha OCHOBE AarperupoBaHHOTO BEPOSTHOCTHOTO
BEKTOpa C MAKCUMAaIFHOH YBEPEHHOCTHIO.

Huaznocmuyeckuii 6v1600. Ha BbIxone anropur-
Ma (opMmupyeTcs IMAaTHOCTHYECKOE 3aKIIOYCHHUE —
MEeTKa Kjacca TeXHHYECKOr0 COCTOSHHS (Harpumep,
«HOpPMay, «H3HOC TONIIUITHHKOBY, «KABHTAIUD).
Pe3ynbrar HOMOTHATENEHO MOXKET BKIIFOUATh KOd(dH-
IIMEHT JIOBEpHUS, YKa3BIBAIONIMI Ha yPOBEHH YBEPEH-
HOCTH MOJCTH B IPHHSATOM PEIICHUW, a TaKKe IHa-
THOCTHUYECKYIO TPACCHPOBKY IO KXIOMY areHTy, 4To
CII0OCOOCTBYET HHTEPIPETHPYEMOCTH aJIrOPUTMA.

MaremaTuueckasi MoJedb  aKyCTHYeCKOIro
curHana. MareMaTudeckoe OINHCAHUE CTPYKTYPHI
aKyCTHUYECKOTO CHUTHalla, PETHCTPUPYEMOTO B YCIO-

BUSAX TIPOMBIIUICHHOW 3KCIUTyaTalud, MOIpOOHO
npencTasieHo B [ 14], BKIodas aJAUTUBHYIO MOJAEIb,
METO/bl CIIEKTPAJIbHOIO aHajIM3a, ONMCAHUE LIyMO-
BbIX KOMIIOHEHTOB M (uibTpauuio. B Hactosmein
CTaTbe COXpaHseTcsi 0a30Bas apXUTEKTypa MOJIEIH,
HO OCHOBHOE BHHUMAaHHE YAEJSAETCSI HOBOMY KOMIIO-
HEHTY — TeHEPaTUBHOMY YCHUJICHHIO NAHHBIX C IIO-
MOIIBI0 MouQuIUpoBaHHOH Moaenu WaveGAN,
pazpaboranHomy [15] cmemmanbHO IS YCIOBUA
MPOMBIIIEHHON THAarHOCTHKH.

T'enepamusnoe ycunenue 0annvix. Apxumexmypa
mooenu WaveGAN. [ljia pemieHnst 3a/1a4u HEJJOCTaTKa
pa3MeueHHBIX aKyCTHYECKHX NaHHBIX MpUMEHSIeTCS
MoauduuupoBaHHas apxutekrypa WaveGAN, agarm-
TUPOBaHHAs K CIICIU(HKE MPOMBIIUIEHHON aKyCTH-
Ku. B oTimame oT Mozenei, onepupyomux CleKTpo-
rpammamu, WaveGAN paboTaeT HampsMyr ¢ Bpe-
MEHHBIMH PSAJaMU, YTO 00ECTICUNBACT:

1. Coxpanenue (a3oBoif MHGOPMAIMU — BaXKHO
JUTSL KOPPEKTHOM TeHepaluy UMITYJIbCHBIX Ae(EeKTOB.

2. Beicokoe BpeMeHHOe pa3pelleHHe — MO3BOJIs-
€T BOCIIPOU3BOAUTH KPATKOBPEMEHHBIE MEPEXOIHbIE
IIPOLIECCHI.

3. ®U3NUECKYI0 TOCTOBEPHOCTh CUTHAJIOB, COOT-
BETCTBYIOIIHMX 3aKOHAM PaclpOCTPaHECHHUS 3ByKa.

T'eneparop G(z) mpuHUMaeT Ha BXOJ| CITyYaWHBINA
BEKTOp IlIlyMa ¥ BO3BPAILAeT PEAMCTUYHBIN aKycTHYe-
ckuii curran x = G(z), UMHTUPYIOIINI peasbHbIE JTaH-
Hele. Jluckpumunartop D(x, 0p)) oLeHHMBaeT BeposT-

HOCTb TOIo, 4TO BXOJIHOM CHTHAJ pcajicH. O6yquHe
MMPpOUCXOAUT B COOTBETCTBUU C (bYHKHHCﬁ TMOTEPb 0 D~

9TO BEKTOp BECOB M CMEIUICHWH HEWPOHHOM CETH JIHC-
KPUMHHATOPa, KOTOPBI ONTHMH3HPYETCS B IpoIiecce
0oOydeHus JUIsi TOYHOTO Pa3fIMYCHUs peaslbHbIX U Cre-
HEpUPOBAHHBIX JaHHBIX [16], [17]:

mingmax pE ~ Preal [log D(x)]+
+ E, p(z)llog(1- D(G(2)))],

e £, — MaTeMaTH4ecKoe OKUJIaHKE 110 BCEM Peallb-
HBIM IpUMeEpaM X; F, — MaTeMaTH4ecKkoe OKUJaHHe
10 BCEM BEKTOPAaM HIyMA Z; P, — PACIpesesieHne
pEaNBbHBIX JaHHBIX, U3 KOTOPOTO B3SAThI OOyYaIOIIHe
pUMEpPBI; p(Z) — apHOPHOE paclpelesieHue IIy-
Ma reHeparopa, 00bIYHO MHOTOMEPHOE TrayCCOBO WIIN
paBHOMEpPHOE pacipeieiieHue.

JIJis TOBBIIIEHUS] YCTOHYMBOCTH U KavyecTBa Te-
HEpAlMU WCHONB3YyeTCs YIIydllleHHas Bepcus — Wa-

sserstein GAN ¢ rpamuentHeiM 1Tpagom (WGAN-
GP). CootBerctBytonias (pyHKIHS TOTEPH:
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LWGAN-GP = IE“‘x~pg [D(xg )= IE:‘x~pr [D(x,)]+

2_1)2’

rae xg— CTCHCPHUPOBAHHLBIC JaHHBIC U3 PACIIPCACIIC-

HUA pg; D(X,) — 3HAYCHHE TMCKPUMHHATOPA HA Cre-

+AE IV:D(%)

3~ ps (|

HEPUPOBAHHBIX JIaHHBIX; E[] — MareMaTH4yecKoe
OXuaHue (yCpeIHEHHE 110 MHOTHM IIPUMEpPaM); X, —
peabHbIC JaHHbIC U3 PACHPEICICHHS p,; X — TOUKH,

TIOJTyYCHHBIE JTUHEHHOW WHTEPIIONAINEH MEXAy pe-
AJIBHBIM W CT€HEPUPOBAHHBIM IpuMepamu; V ;D(X) —

IpaueHT JUCKPUMHUHATOpa IO BXOLY X; ||||2 -

HOpMa TpaaueHTa (IUIMHA BEKTOpa TpajueHTa); A —
ko3ddunment rpaamenTHoro mTpada (gradient
penalty weight). 9to runepmapamerp, KOTOPbIA KOH-
TPOJHUPYET BeC (BaXXHOCTh) KOMIIOHEHTA TPaJUEHT-
HOro 1ITpada B o0 QyHKIIMKA NOTEPE.

JKclepuMeHTA/IbHbIE HcciaeloBaHus. Mcmou-
HUKU aKyCMU4ecKux OaHHbIX U 00beKmbvl OUASHO-
cmuposanus: UL ONEHKH  PaboTOCIOCOOHOCTH
MPEATIOKESHHOTO anroputMa (Ha 6a3e anropurMa Obl-
Jla HamkcaHa MpOTpaMMa) HCIOIb30BAIUCH OTKPHI-
ThIe aKycTHYeckue 0a3bl, cojepiKalie ayauogpar-
MEHTHI pabOThl MPOMBIIIICHHOTO O0OPYIOBAaHUS B
Pa3TUYHBIX COCTOSIHUAX. ONHUM M3 OCHOBHBIX HC-
TOYHUKOB JAHHBIX CTajl OTKpBITHIA matacetr MIMII
Dataset (Malfunctioning Industrial Machine Investi-
gation Inspection), omyONMKOBaHHBIN HCCIIEIOBATEIb-
ckoil rpymmo Hitachi m moctymnHelid Ha miatdopme
Zenodo. Jlanneiii Habop BriIrouaet Oosee 1000 aynuo-
(bparmenToB B Gopmare WAV, 3anMcaHHBIX C pa3inyd-
HBIMHU THIIAMH 00OPYIOBaHUS, B TOM YHCIIE:

— IIeHTPOOEKHBIE HACOCHI (pump);

— OCEBbIE U paJuaIbHbIe BEHTHIATOPHI (fan);

— KJIanaHHble Y37l (valve);

— BUHTOBBIEC KoMIipeccopsl (slide compressor).

Kaxe1it THn 060pynoBaHust MPEACTaBICH B ABYX
pOKUMaxX: HOPMAIbHOM M aHOMAJIBHOM, BKJIFOYAs
TaKUe HEHCIIPABHOCTH, KaK IIOBBINIEHHOE TPEHUE,
pa3baaHCHPOBKA, IEPETPEB, KABUTAIMOHHEIC IITyMBI
W HeCTaOWIbHBIC BHOpAIMH. 3alicH OCYIIECTBIIS-
JHCh B pEANbHBIX MPOM3BOICTBEHHBIX YCIOBHSX C
nobapieHneM (POHOBOTO IIyMa, XapaKTEPHOTO JUIs
MAITUHOCTPOUTEIBHBIX, SJHEPTETHUCCKUX U XUMHYEC-
ckux o0bekToB. B 6ubnmoreke MIMII mpexcrasie-
HBI, B YaCTHOCTH, aKyCTUYECKHE CUTHAIBI OT 000py-
JOBaHMSA CO CIETYIONIMMHI TUIIAMH HEHCIIPABHOCTEH:

— KaBHUTAIWs W 3aKIMHUBAHHE COMPOBOXKIAIOTCS
BBIPOKCHHBIMH MEPEXOMHBIMHU  IIPOLECCAMH, YTO
YBEIMYUBACT HArPY3Ky HAa BPEMEHHOW arecHT W IpH-
BOJIUT K OOJIBIIEH BEIYUCIUTENLHON CTONMOCTH,

— a’pOJMHAMHUYECKHE IIyMbl M yTEUKa BO3JIyXa
UMEIOT 0onee yCTONUMBBIN CIEKTPATIBHBIN XapakTep,
YTO CHIDKAeT o0mmii 00beM 00pabOTKH.

IIpocpammnoe obecneuenue u UHCMpPYMeHmMbl aHA-
au3a. Bce 9KcHepUMEHTHI TPOBOJWINCHE B Cpenie
Python 3.8 ¢ ucronp3oBaHeM ClIeMyONMX ONOINOTEK:

— Librosa— mns 3arpy3ku u mpeoOpa3oBaHHS
ayJIMOCUTHANIOB (pacdeT cIheKkTporpamm, (uibTpa-
1LUs1, U3BJIEUEHHE [TPU3HAKOB);

— Scipy, Pytorch u NumPy — ans nudposoit 006-
pabOTKH CUTHAJIOB;

— TensorFlow 2.6 u Keras — st mocTpoeHus U
00yueHHs HEHPOCETEBBIX MOJICIICH;

— Scikit-learn — s pacdera MeTpuK Kiaccu(u-
Kalluy;

—Psutil - nns MoHuTOpHHra moTpeOieHus cu-
CTEMHBIX PECYPCOB LEHTPAIBLHOIO HPOLIECCOPHOIO
ycrpotictea (LIITY) u omeparuBHOTO 3aroMHUHATOIIIE-
ro ycrpoiictBa (O3Y);

— Matplotlib, Seaborn — ans Bu3yanuszanuu pe-
3yJbTaTOB.

Mognens tectupoBanack Ha kommbtorepe ¢ GPU
NVIDIA RTX 3090 u 32 I'6aliT oriepaTUBHON MaMSITH.

14 oLleHKH KayecTBa aKyCTHYECKOIO pacro3Ha-
BaHWS TUIIA HEHCIIPABHOCTH OOOPYHOBAHUS HCIIONb-
30BaJIMCh METpUKH [18]: MO BEpHBIX OTBETOB, TOY-
HOCTB, IIOJIHOTA, /7}-Mepa.

Pe3yabTaTel m o00Cy:KIeHHEe IKCIEPHMEHTA.
OKCIIEPUMEHT BKITIOYAN CICAYIOIINE TAITBL:

Tloozomoska 6xo00mbix Oanmnvix. Bee ayamodaiinbr
u3 Habopa MIMII Obl ipUBEEHBI K eTMHOMY (hopMa-
TY: JJIMTENBHOCTD 5 ¢, yacToTa Auckperuzauun 16 kI,
MOHO. Jlayee mMpoBOMIIIACE HOPMATTH3AIKS AMILTHTYIBI
W W3BIICYCHNE MPU3HAKOB (Mel-crieKTporpaMMbl U Bpe-
MEHHBIC XapaKTePUCTUKH), a Takke (HOPMHUpPOBAHKE
CHHTETHYECKUX IMPUMEPOB C MOMOIIBIO TeHePAaTUBHOU
moznenmn WaveGAN. Tenepauusi ocylecTBisiach OT-
JETIBHO IO KaXKIOMY THITy HEUCIIPABHOCTH.

Opeanusayus obyyaiowell u mecmosol 6vlOo-
pox. Jlanasle ObLIM pasnesieHsl B mponopiwu 80/20
Ha 00yJalonIyo M TeCTOBYI0 YacTH. CHHTETHIECKHE
JAHHBIE BKJIIOYAINCH TOJIBKO B OOYJAIONIyIO YacTh U
HE WCIOJIb30BANINCh TIPU TECTHUPOBAHUH, YTOOBI W3-
OekaTb yTEUKH JaHHBIX.

Boixoo mooenu. BIXoI0oM MOZIENHN CITY>KUIT BEPOSIT-
HOCTHBI BEKTOp IO Kiaccam (HopMma, medekrt 1, me-
(bexT 2), KOTOPBIi 3aTeM PEOOPa30BBIBANICS B (PHHAITD-
HBI JMarHo3 Ha OCHOBE MAaKCHMAJbHOTO 3HAYCHMS.
B mporiecce amanTanmy MCHONB30BaNIach OLCHKA JIOBE-
pHs areHToB, onpeaessaemMas JuHaMudecku yepe3 DQN.
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Ta6ax. 1. Tlokazarenu 3¢ (HEeKTHBHOCTH Paclio3HaBaHUs HEUCTIPABHOCTEH
Tab. 1. Fault recognition efficiency indicators

Tun obopynoBanus Tun HencnpasHOCTH Aoz Beij’ X Tounocts, % | Tlonnota, % | F-Mepa, %
OTBETOB, %
Hacoc Kauranust 95.2 93.7 96.5 95.1
Hacoc V3HOC MOANIMITHUKOB 94.6 91.9 95.8 93.8
Benrtuisitop PazbanancupoBka 92.8 89.6 93.2 91.3
Bentuisitop AdPpOIMHAMUYESCKUIA ITYM 91.1 88.2 92.4 90.2
Knanan 3aKkIMHUBaHNE 96.4 94.5 97.8 96.1
Kommpeccop [ToBbILIEHHOE TPEHUE 93.7 90.8 94.1 92.4
Komrmpeccop YTeuka Bo3yxa 94.1 91.2 95.0 93.0
Tabn. 2. CpaBuenue 3arpy3kn CPU, RAM u BpeMeHH BBIITOJHEHHS 110 KOMIOHEHTaM
Tab. 2. Comparison of CPU, RAM execution time load by components
Kommnonent Bpems 06paboTku, mc | Mcnons3osanue LY, % [Mcmons3oBanue O3V, Moaiit
[IpenobpaboTka curHaia 11.2 8.3 42
ATEHT CIEKTPaJIBbHOTO aHAJIN3a 26.4 17.5 238
ATEHT BpeMEHHOI'0 aHAJIN3a 15.1 10.8 114
ATCHT aHaJIn3a OKPY>KEHUSI 22.9 14.6 178
ATEHT KOHTEKCTHOM OLIEHKH 30.3 16.7 192
Mojysib TMHAMHUYECKOTO B3BEUIMBAHUS 3.6 3.2 31
Htoro 109.5 70.1 795

Ananuz owuboxk. Ocoboe BHUMaHUE YAETSIIOCH
CIydasiM JIOKHOOTPUIATENBHBIX PEIICHNH, TaK Kak
OHM TPE/ACTABIIOT HAMOONBIIYI0 ONACHOCTH IIpH
SKCILTyaTaluy.

AHanM3 pe3ylbTaToOB 3KCIEPUMEHTa II0Ka3all,
YTO TpeATIOKeHHAsT MOJAETb, OCHOBAHHAS Ha aHCaM-
0Jie areHTOB C TEHEPATUBHBIM YCHICHUEM U TUHAMU-
YeCcKol amanTamueil BecoB, 00€CIeunBaeT XOPOUIYIO
TOYHOCTH PAcIO3HABaHUS HEUCIIPABHOCTEH IO aKy-
CTHYECKHM JIaHHBIM B IIMPOKOM JHAIa30HE THIIOB
obopynoBanus. Tabmn. 1 mpencTaBnseT CBOAHbBIE 3Ha-
YeHHS METPUK IJIS PAa3IMIHBIX KIACCOB IMPOMBIII-

Bpems 06paboTku, Mmc
Ucnonb3osanue LITY, %

140
120
100
80
60
40

20

JeHHOro o6opynoBanus. Kak BUaHO U3 TaOMUILIBL, MO-
JieNlb  JIEMOHCTPUPYET CTaOMIIbHBIE IOKasaTenu [-

Mepsl Ha ypoBHE 90-96 %, uTo MOATBEP)KIAET €€ BbI-
COKYIO 4yBCTBUTEIIBHOCTb.

Oyenka sviyucaumenvHou Hazpy3xku. J{ust oleHKn
MPUMEHUMOCTH MOJICIA B YCIIOBHUAX OTPaHUYCHHBIX
BBIUMCIIUTENBHBIX PECYPCOB OblIa H3MEpPEHa Harpys-
Ka Ha KOMIIBIOTED BCEX KOMIIOHEHTOB (Tabim. 2).
Puc. 2 oTpaxkaer cpenHIO Harpy3ky Ha CHCTEMY
npu 06paboTke OJHOTO aynuodparMeHTa (IUIUTENb-
HOCTh — | ¢, yactora —16 k['m).

Ucnons3osanue O3Y, MoaiT

830
820
+810
800
+790
770

760

1 — HacoC — KaBUTAIIHS,
2 — HacoC — N3HOC MO HITHAKOB;
3 — BeHTHIATOp — pa3baaHCHPOBKA;

4 — BeHTWIATOP — a9POAMHAMIUIECKU U IIyM;

5 — knanaH — 3aKJIMHUBaHUE;

6 — KOMIIpeccop — MOBBILICHHOE TPEHUE;

7 — KOMITpECCop — yTeuKa BO3/LyXa

4 5 6 7

— BpeMs 00paboTKu, MC;

- — ucnionb3oanue LY, %;

— ucnonb3oBanue O3V,
MobaiiT

Puc. 2. Cpasuenue 3arpy3ku LIITY, O3V Ha cucteMy Ipu AUarHOCTHKE PA3IMYHBIX TUIIOB HEMCIPAaBHOCTEH
Fig. 2. Comparison of CPU, RAM load on the system when diagnosing different types of faults
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Monens obecrieunBaeT aHajau3 B pexxruMe, OIMU3KOM
K peayibHoMy BpeMeHH (okosio 10 00paboTOK B CEKyH-
JIy) U MOXeET OBITh PeaM30BaHa HA MPOMBIILICHHBIX
KOHTpOJUIEpaX MWJIM BCTPaMBaeMbIX CUCTEMax C IMOJ-
JICPKKOHN yCKOpHTETei HCKYCCTBEHHOTO HHTEIIICKTA.

Ha puc. 2 mokazano cpaBHenue 3arpy3ku LIITY,
O3V nHa cucreMy NpH JUATHOCTUKE PA3IWIHBIX TH-
OB HEUCIPABHOCTEM.

[IpoBeneHHbIE AKCIIEPUMEHTAIbHBIE HCCIIEA0BA-
HUS TTOATBEPAMIN 3(PPEKTUBHOCTL MPEIJIOKEHHOTO
aJropuT™Ma aKyCTHYECKON TMarHOCTHKH, OCOOEHHO B
YCIIOBUSIX OTPAaHMYEHHOCTH OOy4aromMX IaHHBIX H
BBICOKOW IIIYMOBOW 3arpy:KeHHOCTH. lIpuMeneHue
TeHEepaTUBHO-cocTs3arenbHou cetn WaveGAN 1mo3-
BOJIMJIO JTOCTOBEPHO CHUHTE3UPOBAaTh CHUTHAJNBI, CO-
XPaHSIONINE KIIOYeBhIe (PU3NKO-aKyCTHUYECKHE Xa-
PaKTEpUCTHKH, YTO CHOCOOCTBOBAJIO YBEINYECHUIO
MOJTHOTHl W TOYHOCTH PACIO3HABAHUS Pa3IUYHBIX
TUTIOB HewcrpaBHOCTeH. OCOOCHHO 3HAYUTEIHHOE
yIIydlIeHue ObUTO 3a(MKCHPOBAHO IS KIIACCOB C
SAPKO BBIPAXXEHHOM MMIIYyJIbCHOH CTPYKTYpoH — Ta-
KHX, KaK KaBUTalUs U 3aKJIMHUBaHUE KJIallaHOB.

MHoroareHTHast apxXUTEKTypa aHaiu3a Ipoze-
MOHCTPHpPOBaJia CIIOCOOHOCTh K MU depeHITNPOBaH-
HOI 00pabOTKe PAa3IUYHBIX aCMIEKTOB aKyCTHUECKOTO
curHama. 3a c4er pasielieHds (YHKIHOHAJIHHOCTU
MEXK]y CIIEKTPaJbHBIM, BPEMEHHBIM, KOHTEKCTHBIM
areHTaMH U areHTOM OKPY)KEHUS YJaJl0oCh MOBBICUThH
UHTEPIPETUPYEMOCTh NPUHUMAEMBIX CHUCTEMOH pe-
IICHUH, a Takke oOecrneyuTh Ooyiee YCTOWYHMBYIO
peaKnnio Ha HecTaOMIbHBIC BHEIITHUE YCIIOBHUSI.

KitoueBbIM 371EMEHTOM CHCTEMBI CTal MOXYJb
JUHAMHYECKOTO B3BEIIMBAHUS, peajn30BaHHBIA Ha
ocHoBe anroputMma Deep Q-Network. Ero ncnosb3o-
BaHUE 00ECIEeUMIIO aJanTaluilo MOJEIN K U3MEHSIO-
IMMcs MapaMeTpaM BXOTHBIX JTAaHHBIX 0e3 HeoOxo-
IUMOCTH TIOBTOPHOTO OOYyYeHHs BCEX areHTOB. JTO
CBOMCTBO OCOOEHHO aKTyajbHO Ui MPUMEHEHUs B
peaNbHBIX MPOU3BOACTBEHHBIX CHUCTEMaXx, L€ YCIIO-
BUS aKyCTUYECKOH Cpe/ibl MOT'YT MEHATHCS B HENpEa-
CKa3yeMOM PEeXHMeE.

OpnHako, HECMOTPS Ha TOMY4YEHHbIE MOJOKUTENb-
HBbIE PE3YJbTaThl, BHIABICHBI M HEKOTOPhIE OTpaHUYE-
Hs. Tak, TOYHOCTh KIACCH(pUKANK CHIDKACTCS TPH
HAJIMYUK  CIIA0OBBIPAKEHHBIX JIe(PEKTOB, YbU CIIEK-
TpaJIbHBIE TPU3HAKU CIIA00 OTNHYAIOTCS OT (POHOBOTO
mryma. Kpome toro, Banmumanis alroputMa IpOr3BOAH-
Jach Ha OJHOM OTKpbIToM Habope aaHHbIX (MIMII),
YTO OIPaHWYMBAET BO3MOKHOCTH MPSMOM SKCTPArons-
MM TONYYEeHHBIX PE3yNBTaTOB Ha WHBIC IIPOU3BOI-
CTBEHHBIE YCIIOBHsI 0€3 TOTOIHUTENLHON aJanTaliH.

3axiroueHne. B aHHOHI craThe INpeAoKeHa U
anpoOHpoBaHa WHTEIUICKTYa bHas CHCTeMa aKyCTHYe-
CKOM JMarHOCTHKU MPOMBIIIIEHHOTO 00OpYIOBaHus,
OCHOBaHHAas Ha WHTErPalliil TEeHEPaTHBHO-COCTSI3a-
TENBHBIX ceTel, 0OyUeHHs ¢ TOIKPEIUICHHEM H MYITh-
TUAreHTHOTO aHaiu3a. HaydHas HOBHM3HA HCClel0Ba-
HUsI 3aKJIIOYAETCSl B CHHTE3€¢ T'€HEPATHBHOTO MOAXO0/a
(MomudurmpoBanHas apxutektypa WaveGAN), miy-
60Koro Q-00y4eHus U MyJIBTHATEHTHON apXUTEKTYPHI C
KOHTEKCTHOH ajjanTalyeii, 4To Mo3BOJIMIO peasli30BaTh
THOKAI W aJanTHBHBIA MEXaHW3M JHArHOCTHKA B
YCIIOBUSIX HECTAOMIIBHOM aKyCTHYECKON CPeibl.

PaspaboraHHbIll anropuT™M 00ECIeYMBAET XOPO-
IIyI0 TOYHOCTh W TIONHOTY PAaclio3HABaHUS HEHCIIPAB-
HOCTEH, yCTOMYMB K aKyCTHUYECKUM IIOMEXaM M Xapak-
TEPHU3YeTCs] BHICOKOH CTETICHBIO MHTEPIPETHPYEMOCTH
MPUHIMAEMBIX pelleHui. [IpakTideckass 3HaYUMOCTD
pa3pabOTaHHOTO PEIIeHUS 3aKII0YaeTCsl B BO3MOXKHO-
CTH €T0 MHTETPAINU B CYIICCTBYIOIIHE CHCTEMBI IIpe-
JWKTHBHOTO OOCITY)KHBAHHSA, YTO OOECIICUUT CBOECBpE-
MEHHOE OOHapy)KeHHe KPUTUYECKUX HEUCIIPaBHOCTEH,
MHUHFMH3AIMIO BPEMEHH IIPOCTOS ¥ IOBBIIICHHE
HaJIe)KHOCTH HKCIUTYaTaIluy 000PYIOBaHHL.

IlepcniekTuBBI AaJBHEWIINX HMCCIENOBAHUMN CBS-
3aHbl C PacIIMPEHUEM MEPEYHs THUIIOB JAUArHOCTHPY-
eMOro O0OpYHOBaHUS, TOBBIIIEHHEM YCTOWIHBOCTU
MOZETH K CITa0OBBIPAXCHHBIM aHOMAJHSAM, a TakXkKe
pa3paboTkoli OOJIETYEHHOW BEPCHUHU alTOpUTMa IS
BCTPAaMBAEMBIX BBIUYHCIUTEIBHBIX IIATGOpPM C orpa-
HUYEHHBIMHU pecypcami.
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